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I argue that an organization’s internal structure systematicaliy depends on how its members use
information imperfectly, as distinct from their information also being imperfect. Certain
reliability principles are developed to analyze the effects of decision errors: involving the
probability of failing to select actions when they are superior to others based on observed
information, and the probability of still selecting actions when they are inferior to others based
on observed infcriuation. A two-stage relizbility mode! is also developed in order to explicitly
distinguish between imperfect information and imperfect decisions. The above results imply the
need to use rules and procedures to constrain individual decision and information spaces within
an organization, and the dynamic flow of information between them, thereby explaining why
organizations evolve an internal decision structure in the first place. The analysis is also briefly
compared with organization models that incorporate only imperfect information; such as
‘architecture’ theory by Sah and Stiglitz and ‘team’ theory models by Marschak, Radner and
Arrow.

1. Entroduction

Elsewhere I introduced a theory of reliability to explain how imperfect
information and imperfect ability to us¢ information influence behavior
[Heiner (1983, 1985b)]. The resulting analysis implies a close link between
the scope of information agents can use reliably and the set of actions they
can thereby benefit from choosing. In this paper I briefly explore implications
of this theory for understanding organizational structure. In this setting
reliability theory implies the necessity of using rules and procedures to con-
strain individual agenis’ decision and information spaces, and the dynamic
flow of information between them. These resirictions themseives affect agenis’
ongoing experience, and thus what information is sufficiently local or “familiar’
for them to use reliably (thereby affecting how they perceive differeat aspects
of the organization and the attention devoted to them).

*The Institute for Advanced Study at Princeton provided generous support for the initial
drafting of the paper during Spring 1985. I also thank Richard Cyert, Wesley Cohen, Joseph
Stiglitz and refarees for helpful comments and discussion. Of course, I alone am responsible for
the paper’s content.
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Standard choice theory ignores these possibilities because it assuies
agents use information perfectly (by always selecting actions that maximize
expected utility based on observed information). Information may be costly
to acquire, but there are no decision errors in using it once it has been
observed. Suppose we relax this extreme assumption of no decision errors in
rasponding to observed information. Instead, suppose agents’ decision making
competence at using information is not necessarily sufficient to always
respond of “mally, no matter how difficult or complex their decision
problems might be (separaie from whether there are any costs of observing
information in the first place).

Agents then face an additional dimension of uncertainty because there now
exists a gap between their competence at using information and the difficulty
of their decision probiems (called a C-D gap). Standard choice theory
implicitly assumes no C-D gap exists. Consequently, it has never investigated
the behavioral implications of widening the gap; that is, of varving agents’
decision making competence relative to the difficulty of their decision
problems. When this happens, agents become progressively worse at imi-
tating optimal decision rules. The objective is to generalize existing theory
so that optimal decision rules become limiting cases within a larger set of
behavioral possibilities which now opens up for analysis. The generalized
theory thus ceases to be at odds with imperfect decisions due to the existence
of C-D gaps, but can now itself focus directly on the behavioral symptoms
arising from them.

With the above introductory comments, I ncw proceed to summarize
certain key concepts and propositions of reliability theory, and then sketch a
few implications for the organization of firms.

2. Reliability principles for modeling imperfect decisions

Let § represent the set of possible states of the world and X represent a set
of potentially observed information whose individual messages are imperfectly
correlated with particular states. The set 4 denotes an agent’s decision space
of choosable actions, where individual actions may represent randomized
strategies over a set of more basic acts.

Individual consequences or outcomes rcsult from different pairs of actions
and states (a,s) taken from the cartesian product A x S. Let p denotz a given
probability distribution over outcomes (that is, a probability measure over
AxS), and the set of all such outcome-distributions is dencted P. Each
particular outcome-distributicn pe P in general depends on the likelihood of
different states arising, the likelihoud of receiving different messages con-
ditional on given states occurring, and the likelihood of agents selecting
particular actions in response to different messages. A distribution p can thus

be conditioned on particular states occurring, messages received, or actions
selected.
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In particular, let p,. .5 €P be the outcome distribution p conditional on
agents selecting an action from a set A'c A when a state from the set S'cS
occurs (leaving unspecified what potential messages are observed when se S’
occurs). Similarly, let p,. «x-€ P be the outcome distribution p conditional on
agents selecting an action from A'c A when a message from X'cX is
observed (leaving unspecified the occurrence of particular states which affect
the likelihood of agents observing messages fiom X').}

Let V(p) represent a value function which measures achieved performance
associated with different outcome distributions pe P; that is, the performance
which arises from the statistical relationships between states occurring,
mes>sges being received, and agents responding to received messages. V'
might be a traditional expected utility function or one of the ‘non-expected’
utility functions of Chew, Machina, Fishburn, etc. [see Machina (1983)]. In
order to simplify notation, let V(pg.,)=V(K;L) for K xL contained in
either AxS or A xX. Thus, for example, V(A4’,X’) measures performance
conditional on agents selecting =a action from A'c A when a message from
X'c X is observed; and similarly, V(A4',S’) measures performance conditional
on agents selecting an action from A’'c 4 when 2 state from §'cS occurs. In
the special case where X' includes all potentially observed messages (so that
X'=X), then V(A4', X) is written simply as V(4').

Next introduce the set f of functions from X into A. Each element Bef
is a possible decision rule for choosing actions in response to observed
messages (ie., how an agent behaves in responding to information). The
usual procedure is to postulate an optimal decision rule (denoted B*ef)
which maximizes the °‘posterior’ attainable performance contiagent on
observed information; that is, for each xeX, B*(x)=a if and only if
V{a},{x})2V({a’},{x)}) for all a’e A. With B* we can specify those messages
for which it is optimal to choose an action a (denoted X?); namely, X7 =
{xcX:B*(x)=a}. We can also determine the optimal states for choosing
action a (denoted S*) by finding those states for which action a performs
at least as well as choosing any other action; namely, S;=
{seS:V({a},{sh2V({a'},{s}) for all a'e A}. This is analogous to assuming
agents can observe states perfectly and optimally respond according to B*
(ie., S*={seS: B*(s)=a}).

With the above notation, we can introduce certain reliability concepts.
First consider the information potentially used by agents. Its reliability refers
to how well the optimal messages for selecting an action distinguish between
optimal and nonoptimal states for selecting that action. This is determined
by the following conditional probabilities, rX = p{(X}|57) and w,=p(X}|S —S%).

'For exampie, in the special case where 4, S, X are finite sets, then for each (a°,5°)e 4’ x §', we
have py «5(a°,5%) =3 x (pla® | X)p(x|s)p(s°)/p(4', S); where p(A',8)=Y 4T x5 Pla|x)p(x|s)p(s).
Similarly, for each (a° s°)e A’ xS we have p,. . x(a°, s°)=Z,,,(p(a°|x)p(sz°)p(s°)/p(A', X')); where
pA, X)=Y 4 Tx Y s(p(a|x)p(x|s)p(s). See Heiror (1984) for a precise discussion of the above
when pe P are defined over algebras of both countable and non-countable sets 4, S, X.
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rX is the chance of the optimal messages being observed when the optimal
states for selecting action a occur, and w¥ is the chance of the optimal
messages still being observed when nonoptimal states for selecting action a
occur. The ratio pX =rX/wX thus measures the accuracy of messages X* in
correctly revealing the optimal states for choosing action a without mis-
takenly arising under nonoptimal states for choosing it. Perfect information
means r¥=1 and wX=0 for all a.

Now apply the concept of reliability directly to agents’ behavior in
responding to information; namely, how likely are agents to choose actions
when optimai messages for doing so are observed without mistakenly
selecting them when nonoptima! messages for doing so arise. Thus define
rP=p(B(x)=a|X?), wi=p(B(x)=a|X—X?), and pf=rl/ws. The ratio pf
measures the reliability of behavior at responding tc the ‘right’ instead of the
‘wrong’ messages for choosing action a (analogous to how pX measures the
reliability of information at signaling the right instead of the wrong states for
choosing that action).

The purpose for introducing r5 and w? is to incorporate the effects of a
C-D gap mentioned in the introduction. In this regard, note a special feature
of B* that is not satisfied by other decision rules in §. Since B* selects actions
if and only if optima: messages for doing so are observed, it implies r" =1
and w¥ =0 for all a (so that p¥ = oo for all g). Thus, assuming an optimal
decision rule B¥ necessarily locks subsequent analysis into only allowing
r¥*=1 and w5 =0. Conversely, allowing r’<1 and w®=0 permits on: to
analyze not just the properties of B*, but also the whole domain of potential
decision rules f.

We can thereby investigate when particular decision rules emerge as the
predicted solution within the larger domain f instead of having to postulate
a particular kind of decision rule such as B* (or other rules such as
‘satisficing’, ‘framing’, ‘myopic icarning’, ‘risk aversion’, etc.). Reliability
concepts thus enable one to continue using existing decision theory tools to
analyze the effects of imperfect decision making (i.e., p? <o) in addition to
imperfect information (i.e., p¥ <o0). Consequently, these tools need not be
given up in order to study imperfect decisions, nor must one abstract from
agents’ true decision-making skills in order to use them.

To complete the necessary notation define the net gain and loss from
choosing an action when optimal mess:ges for doing so are observed as
compared to nonoptimal ones. V(A4 —{a}, X?) is the performance achieved
when other actions in 4 besides action a are chosen even though action a is
the optimal choice given received information. V({a}, X¥) is the performauce
achieved if a is correctly sclected when it is optimal given received infor-
mation. Thus, define g ,=V{{a}, X3)—V(4d—{a}, X*¥) as the net ‘gain’ in
perfoimance from selecting action a when optimal messages for doing so are
observed. Similarly, define I,=V(4A—{c}, X —X¥)—V({a}, X — X¥) as the net
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‘loss’ from selecting action a (compared to selecting other actions besides a)
when nonoptimal messages for doing so are observed. Finally, let n,=p(X¥)
denote the probability of coptimal messages for choosing action a (which
implies p(X — X*)=1-mn,).

Now consider what happens when agents’ reliability ratios p2 for different
actions are bounded instead of infinite, so that they sometimes fail to select
actions in response to the appropriate messages (Type I errors because rf < 1)
and they sometimes choose acticns in response to the wrong messages (Type
I errers because w2 >0). Depending on the relative incidence of these two
errors, an agent’s performance may or may not increase from selecting
particular actions (even when optimal messages for selecting them arise with
positive probability, =, = p(X¥)>0). Suppose in particular, agents start from a
‘status quo’ behavior pattern where only actions from a set A are selected.
When imperfect decisions are involved, we then need to determine whether
they will beneiit from trying to select additional actions, taking account of
the possibility that they may imperfectly use information. To do so, agente’
performance from selecting an action a along with other actions must exceed
that achieved when they choose only cother actions besides a. Lhat is, 17(4)
must exceed V(A —{a}). The following theorem specifies when thic hapyzss.
It was intuitively motivated in my 1983 paper, but without the more precise
definitions presented here.

Theorem 1. (The Reliability Condition) For any set A and a€ A,

V(A)>V(A—{a}) if and only if p2> T, (1
where
2 i, 1—=x
B_'a —-a. a 2
Pa="we and T, g T @)

T, determines the minimum reliability or ‘tolerance limit’ (i.c., the mini-
mum size of p5) that must be satisfied before agents can benefit from
selecting action a in response to information. Inequality (1) compares an
agent’s actual reliability p? at selecting an action with the minimum required
reliability T,. If p? exceeds T, agents will benefit from selecting action a;
otherwise, they will benefit from ignoring information about when to do so.?

2The inequaiity pZ> T, is thus a diagnostic condition which tells how performance wili be
affected by trying to select more actions in response to potential information. It does not assume
ay:uin are themselves competent to determine when or how it should be saiisficd, nor thai the
v.ry best or ‘optimal’ methods for satisiying it will necessarily evolve. However, the condition
can still be used to analyze agents’ behavior even if they have no special competence at applying
it themselves, including isabiliiy ic cstimate the probability variables used in the condition (as
discussed below in section 3.2). These questions are further discussed in Heiner 1983 {about
selection processes sluggishly weeding out inferior performers); 1985a (about the ‘tacit’ nature of
most evolved behavior mechanisms); and 1986 (about the ‘unintended’ development of social
wstitutions.
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By changing potation slightly, we can more easily see an important
qualitative result which was also intuitively suggested in my 1983 paper. lei
p(a) denote the probability that an agent will select action a over all
potentially received messages (so that p(a)= 2 +(1—n,)wf), and let p*(a)
be the probability derived from an optimal decision rule B*ef. Since B*
implies r==1 and w¥=0 then p*(a)=nr, for all a (ie., an optimal decision
rule selects action a exactly as often as messages X¥ are observed). Then
substitute p*(a) for =, in Condition (1) to obtain,

Corollary
) ) I, 1—-p*@a)
V(A)> V(A —{a}) if and only if p8> = ————. 1
(A)>V{A—{a}) YPga @ (1)

Condition (1') allows the behavior of an optimal decision rule B* to be
compared directly to that of agents whose reliability at using information pZ
is bounded instead of infinite. Note that for positive I,/g,>0 the required
tolerance T, becomes arbitrarily large as p*(a) gets smaller and smaller.

Consequently, when the number of actions increases sufficiently, agents
with bounded reliability (p% < c0) will no longer benefit from trying to imitate
the behavior of fully optimizing agents. Instead, their choices must be limited
by processes that systematically restrict behavior away from selecting every
action that optimizing agents would choose. Behavior restricted in this
fashion [in order to satisfy (1) or (1')] constitutes rule-governed behavior. In
general, one can show that optimal decision rules will not necessarily
approxim.ate the behavior of rule-governed agents except as a limiting case
where they become perfectly reliable at using information (i.e., only near the
limit where pf—co for all a).

i now briefly explore implications of the above analysis for orgw.nizational
structure.

3. Rule-governed bebavior and the existence of organizational structure

The above conclusion (atcut optimal decision rules deviating systemati-
cally from rule-governed behavior) bears directly on remarks made some
time ago by Herbert Simon.

... If there were no limits to human rationality administrative theory
would be barren. It would consist of a single precept: Always select that
alternative, among those available, which would lead to the most
complete achievement of your goals. The need for an administrative
theory resides in the fact there are limits to human rationality.
Administrative Behavior (1957), p. 240.
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Nete how this passage indirectly refers to decisicn flexibility: fully ‘rational’
agents (i.., those with perfect reliability p2= oo at using information) should
only be charged with doing whatever is best without any limitations in using
any information to select any potentially beneficial action. In contrast, the
condition p?> T, implies agents will not necessarily benefit from having the
option of selecting particular actions (where the answer depends on their
reliability at using potentially available information). Thus, as noted at the
beginning, the condition implies an intrinsic link between the scope of
information agents can use reliably and the set of actions they can thereby
benefit from selecting. Moreover, this link is implied without assuming any
costs of acquiring information or selecting particular actions (such as
transactions costs, search cosis, asymmetric information, etc.) We can
therefore ‘endogenously’ determine the size and structure of agents’ decision
and information spaces without introducing other assumptions beyond the
core behavioral principles of the theory.?

3.1. The necessi

f internal structure

In its abstract form the above conclusion does not single oui any
particular method or process by which agents’ decision and information
spaces are limited. However, when applied to human organizations, it means
their performance will systematically depend on features of internal structure
that limit the range of activities over which individual employees and
managers have the authority io decide, and the scope of information they are
permitted to use or become aware of in the first place (ie., on the
organization’s internal authority structure and on the information retwork
used to link separate decisions together).

Within this general picture, consider two particular features. First, some
information transmitted in an organization may itself reflect how different
individuals behave under various situations. Thus, an employee’s reliability at
using information pZ may depend on his or her ability to decipher the
strategic aspects of decisions made by others. Second, an organizations’s
performance may also depend on the process of hiring, promoting, and
otherwise shifting the decision roles of its individual members over time.

The latter hiring and promotion policies are important not only because
they indirectly motivate workers to administer their assigned responsibiiities
more reliably (as measured by pZ for those actions under their jurisdiction),
but also because those overseeing them (such as foremen or ‘middle’

3Information and transactions costs are further discussed in Heiner (1985c and 1986). Analysis
is there developed which expliciily combines the effects of costly and imperfect information with
imperfectly using it. None of the qualitative results of the analysis depend on whether
information costs are introduced or not (for example, agents may not benefit from using more
information: regardless of how reliable it might be on its own o: whether there are any costs of
observing it).
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managers) may not themselves reliably determine the most reliable workers
under any given work environment. For example, if workers are motivated to
increzse pB (given their decision skills and work experience) an organization
may realize substantial gains by broadening their zones of discretionary
authority (without necessarily determining which workers will turn out to be
the most reliable at bandling further job authority). On the other hand,
poorly motivated workers might deliberately reduce p2 for decisions under
thei» control. Consequently, their decision flexibility may have to be con-
strained F rigid rules and procedures (which effectively limit their authority
only to small decision and information spaces). This will also reduce the
organization’s performance compared to that attainable if its members would
reliably administer more flexible responsibilities. W. QOuchi’s (1981) popu-
larized account of ‘American’ vs. ‘Japanese’ management suggests a number
of aspects about motivating employees to use information more reliably
(toward achieving the organization’s collective goals). In particular, more
reliable workers (or those motivated to be such) can be given general policies
or ‘philosophies’ to follow, in contrast to more narrowly focused, short-term
‘management objectives’. Directing workers and managers toward long-term
employment relationships (for example, by using rules that constrain flexi-
bility to grant quick promotions) may be key factors in motivating them to
be more reliable.

3.2. The impaci of genuine uncertainty

Supoose agents cannot infer probability information from their experiencc.
For example, the environment may result from an historical process produc-
ing a succession of partially ‘unique’ events which are extremely difficult to
infer from past experience. This kind of uncertainty goes beyond ‘risk” where
agents are assumad to assign well-defined (subjective) probabilities to po-
tential events. However, regardless of how uncertzin the siiuation appears
to agents, their ongoing decisions can still generate weli-defined response
probabilities r2 and w] to potential information. This possibility has a direct
basis of empirical support from signal detection experiments in behavioral
psychology. In particular, they illustrate how statistically well-defined r2 and
w2 probabilities can arise from people’s behavior even in situations where
they cannot discern probabilities from their own experience. These ‘behavior’
probabilities (as distinct from ‘subjective’ Bayesian probabilities) aiso shift in
quantitatively predictable directions to experimentally controi’able para-
meters that change the complexity or subtlety of the decision task (such as
reducing the signal-to-noise ratio until the addition of a signal amid noise is
extremely difficult to detect). These statistical regularities are usually dis-
played in the form of ROC curves (for ‘receiver operating characteristic’); see

Green and Swets (1974), Heiner (1985a) [and (1985¢) for related applications
to legal institutions].
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The key point is that a well-defined statistical effect on behavior (as
measured by the rZ and w? probabilities) can arise from any kind of decision
uncertainty, including pure ‘Knightian’ uncertainty which prevents ageats
from perceiving subjective probabilities to guide their decisions. This is
possible even though agents may not themselves be able to calculate the r?
and w? probabilities generated fron their own behavior [they may even lack
the requisite mental equipment to conceive of such probabilities in the first
place; see Heiner (1985a)].

Thus, one need not assume agents can themselves determine (or have any
mental awareness of) the r2 and w? probabilities in order to use them to
analyze their behavior. In general, greater uncertainty arising from any
svurce will tend to reduce r? and increase w2, thereby reducing agents’
reliability p2 at using information. When applied to organizations this means
additional rules and procedures may be necessary to limit the decision and
information spaces of its members to those which enable them to satisfy the
reliabilitv condition pZ> T;. Thus, for example, an organization may display
more systematic features of internal structure to regulate the ongoing
decisions of its members just in the case where uncertainty proceeds bevond
risk to include Knightian elements.

4. Combining imperfect information with its imperfect use

Up to now we have talked primarily about the effects of imperfectly using
information without explicitly incorporating the effects of imperfect infor-
mation (so that p¥ is bounded in addition to p? being bounded). To do so,
define r¥®=p(B(x)=a|S¥), wX®=p(B(x)=a|S—S¥), pXB=rXP/wX®. The ratio
pXB measures agents’ reliability at choosing action a (under optimal instead
of nonoptimal states for doing so) as jointly produced by imperfect infor-
mation and imperfect use of information. pX® has the following general
structurc [see Heiner (1984); and the appendix for a brief derivation].

Theorem 2

XB __ ’f(Pf—l)'l'l (3)
a T U X(B_ v
W, (pa - l) + 1
Formuia (3) implies a direct tradcoff between the reliability of information
and agents’ reliability at using information: less reliable use of information
will reduce their joint reliability at responding to any potential information
source (i.e., pX® necessarily drops below pY for bounded p2, converging on 1
as pP—1 no matter how large the ratio p¥=rX/wX might be). The structure
of (3) is relatively simple, but [like condition (1) above] it remains valid
under general mathematical conditions. We can thus apply it to a wide range
of different situations and interpretations. Three applications to organiz-
ations are briefly discussed next.
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4.1. Better information versus its complexity: A basic tradeoff

What sort of information is needed to predict a subtle, continually
changing environment? Such an environment cannot be tracked by a single
binary message (such as black-white, hot-cold, etc). More complex com-
pound messages could be built up from simpler messages, but then agents
may have to respond to a rapid succession of compound signals in order to
track quickly changing circumstances. Moreover, similar messages must not
be confused with each other, nor car atypical or infrequent messages be
mistakenly interpretec.

The above suggests that as information better predicts the environment it
may itself become more complex and thereby more difficult for agents to use
correctly. Stated in terms of the reliability ratios p¥ and g8, this means that
in order for information to be more reliable its own complexity may increase
and thereby reduce agents’ reliability in using it (so that higher ¢¥ causes pf
to drop). In addition, recall that (3) implies agents’ joint reliability pX®
necessarily converges to 1 as p8—1. Consequently, beyond a certain point it
will be counterproductive for agents even to try to use more reliable
information. This is implied irrespective of whether there are any costs of
acquiring more information.’ Thus, organizations must be structured so as to
carefully edit the amount and complexity of information used by its
members, as well as how information is dynamically transmitted between
them.

4.2. Limited aspiration levels

Aspiration levels are usually viewed as a way of setting attainable
periormance targets that reduce information processing costs (ic, lower
targets require less information to be used in order to achieve them than
required for bigher targets). However, at a more basic level such targets can
be understood as a feedback process that indirectly regulates the scope of
agents’ decision and information spaces toward satisfying the reliability
condition pf> T, (but without requiring agents to determine ahead of time
where the process will lead or what new direction it should take if conditions
change). Using such targets can thus itself be viewed as a behavioral
regularity which arises from agents’ inability to foresee just how to appro-
priately limit their decision and information spaces.

In particular, consider what happens when agents set successively higher
aspiration levels; where achieving them requires agents to deal with larger
and more complex decision and information spaces. For an optimal decision

“Information complexity can be measured with entropy concepts usci in cybernetics [see
Heiner (1985b) for a brief statement].
5See footnote 3 above.
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rule B* this poses no problem. Oa the other hand, the information-
complexity tradeoff described above [see also Heiner (1985b)] implies agents
with imperfect decision skills will in general not benefit frcm trying to
achieve higher and higher aspiration levels even if the extra information
needed to achieve them is costlessly available. That is, beyond a certain point
the very attempt to do so will be counterproductive no matter how reliable
and readily available additional information might be (recall that pXB
unavoidably drops as pf falls toward one). This implication also accords with
the long-standing views of Herbert Simon about the need for agents to
‘satisfice’ rather than striving for maximum potentially attainable
performance.

4.3. Selective attention te non-local information

Suppose agents have some ability to learn from their own prior experience
ir. responding to information. In particular, suppose their reliability at using
a given information source is improved through repeated use or exposure to
it. Agents’ past experience will then have a biasing effect on their resnonse to
information even when different kinds of mcssages are otherwise equally
reliable. This is a special case of a general principle whereby agents’
reliability at using information p2 drops as it becomes more ‘non-local’ in
some dimension to their immediate experience [see Heiner (1985a)]. Thus, as
a particular information source becomes more distant from agents’ local
experience, pf will decrease and thereby cause them to ignore it as pX®
decreases toward one.

Note aiso that ‘ignoring’ information dvesn’t necessarily mean agents are
consciously aware of it and still choose to ignore it (especially if the process
of becoming aware of information is itself costly). Rather, agents may simply
fail to develop a mental ‘alertness’ to such information in the first place. The
latter interpretation refers to the psychology of perception, namely, a tendency
to perceive only the more local or ‘familiar’ aspects of the environment.®
We can thus regard such psychological tendencies as the indirect symptom
of how different kinds of (otherwise perceivable) information affect agent’s
reliability at using .neiil.

Now apply this to organizations. As already discussed, they must limit

SDifferential sensitivity tc information depending on its localness based on prior exposure or
similarity to other familiar messages is the focus of several literatures in experimental psychology
and animal behavior. See, for example, the studies of ‘exposure effects’ in R. Zajonc (1968, 1980),
and J. Seamon, N. Brody and D. Kauff (1983); the studies of ‘perceptual set and expectancy
effects’ in U. Neisser (1976); and studies of ‘search images’ and ‘generalization gradients’ by D.
McFarland (1985) and N.J. Mackintosh (1974). Closely related to these studics is the work of
Richard Day on adaptive dynamic search behavior; such as Day (1984) and the references cited
therein. Local dynamic search also plays a key role in the ‘satisficing’ theories of Herbert Simon

(1957, 1983), and in Richard Nelson and Sidney Winters’ recent book on evolutionary economic
change (1982).
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each individual agent’s scope of decision making authority and information
use. Such restrictions will themseives create a localizing frame of reference
which determines agents’ separate paths of ongoing experience within the
organization. This in turn will determine the localness of potentially usable
information to different agents, and thereby what informaticn each agent can
use reliably. Consequently, there emerges a general pattern of selective
attention across the members of the organization. This implication provides
a theoretical basis for a recurrent theme in organization theory about
selective perception and attention (as illustrated by the following two
statements):

An imporiant proposition in organizaiion theory asseris that each
executive will perceive those aspects of the situation ihat relate specifi-
cally to the activities and goals of his department.

Simon (1957), page 309.

... We need an attention-focus mechanism that transfers [a person’s]
demands among three possible states: active set, imactive set, not-
considered set.

Cyert and March (1959), page 88.

S. Organization theory with only imperfect information

The present analysis is now briefly compared with two applications of
conventional choice theory to organizatior.s. The purpose is to show what
difference it makes if the analysis is based cnly on imperfect information
(but the reliability of using information p?2 is still assumed to be infinite).

5.1. Architecture theory

First consider the recent work of Joseph Stiglitz and Raaj Sah (1984,
1985a,b) on the ‘architecture of economic organization’. In their model an
organization must try to distinguish between profitable and unprofitable
projects, but only has access to a noisy information varablc x about a
project’s true profitability. The firm is divided into different units that can
each sample values of x and make decisions about whether to accept or
reject individual projects. A hierarchy is defined as a structure in which the
different units that screen decisions are arranged in serial order: first one unit
decides whethicr ic accept or reject, and then only rejected projects from the
first unit are screened by the second unit, and so on. If a project is accepted
by one of the successive units it is implemecnted by the firm; otherwise, pro-
jects rejected by all units are discarded. In contrast, ‘polyarchic’ organization
means that individual units screen projects in parallel rather than serially.
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Thus, projects may be screened independently by any unit irrespective of
whether they have been rejected by earlier units.

With hierarchic organization, Stiglitz and Sah show that optimal screcning
rules imply all successive units must set the same cutoff point for determining
which values of x will lead them to accept or reject a project [page 24 of
Stiglitz and Sah (1984a)]. Consequently, there is never a benefit from
communicating an earlier observed x to higher units. The best later units can
do is to resample to get another value of x and then apply the same cutoff
point used by earlier units. This means that although units are arranged in
hierarchic fashion, they all independently resample the same information and
never communicate their individually sampled information to each other.
Fence, despite the ~ssumed serial screening process, there is no correspond-
ing internal structure to the information flow or decision-making between
units. They each use the same kind of information to make the same kind of
decisions as every other unit.

However, Stiglitz and Sah do focus on two probabilities which can be
related to roliability concepis (py, ilic protauility of accepting a profitable
project and p,, the probability of accepting an unprofitable project). They
interprct these probabilities only in terms ~f imperfect information, while stiii
assuming optimal Bayesian decision rules B*; so that p;, and p, are special
cases of r¥ and w) respectively (see for example 1984, pages 26-27; 1984b,
page 1; 1985, pages 293, 295). On the other hand, by using the two-stage
formula given above in Theorem 2, p; and p, can now be understood as
comprising the joint interplay of both imperfect information and imperfectly
using it (ie., p, =rX® and p,=wXB, thereby freeing tiic analysis from having
to assume B*).’

Thus, by allowing each unit’s reliability at using information to be
bounded instead of infinite, a wider range of possibilities opens up for
analysis. In particular, this implies (as already discussed in section 2) that
each unit must be limited in its scope of information use and decisiocn
authority, thereby requiring a certain pattern of communicating information
between units to coordinate the collective decisions of the organization.

As a simple example, consider a bank granting loans to prospective
applicants. Suppose some individuals have had more experience with evalu-
ating loan applications than others, and consequently are more reliable in
assessing loan information. However, the experienced individvals are rela-
tively scarce within the firm. The bank thus saves costs by giving a number of
iess experienced persons the authority to judge applications, except for
certain ones that must be passed to the more experienced persons (call the

"This interpretation also seems consistent with the intent of their work. For example, they title
a recent (1985) paper ‘Human Fallibility and Economic Organization’. If anything, such
“fallibility’ seems more directly tied to using information imperfectly than the fact that people
lack perfect knowledge.
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more experienced group B and the less experienced group A). In the latter
case, group B may not collect its own information, but instead usually
evaluates the same informaticn initially obtained by group A.

One possibility is that larger loans have correspondingly larger potential
losses relative to interest return if they default soon into the payback period.
Such loans may also be more liable to default as the resulting loan payments
increase relative to an applicant’s income. Both these factors will raise the
required reliability for granting loans (ie, I,/g, is higher and =, is lower,
both of which raises T,). At some point as loans get larger, group B may still
satisfy the reliability condition (1) while group A does not. Consequently, an
upper bound is placed on group A’s authority to grant loans, beyond which
authorization requires group B’s approval. Note again that there would be
no benefit from passing iiformation about large loans to group B if both
groups were equally (or perfeciiy) reliable at using such information.

5.2. Team theory

Next consider the theory of teams spawned by the work of Jacob
Marschak (1954, 1955), and more recently by Marschak and Radner (1972).
Kenneth Arrow and Radner (1979), etc. A team is an organization composed
of a number of ‘divisions’ linked to a central headquarters (called the
‘center’). The center distributes a total resource constraint or ‘capital’ across
the separate divisions, which they each employ using local information about
their individual ‘environinents’ to produce a common output. The team’s
expected output (summed over all its divisions) depends on how the
distribution of total capital intermeshes with the particular stochastic features
of individual division environments. This in turn depends on the information
structure used by *he team (ie., on the amount and type of information
transmitted back and forth between the center and the divisions).

A basic objective of team theory thus has been to analyze the effects of
different informaiion structures on team performance (each structure corre-
sponding to given sets of information used by the divisions and the center).
However, previous work has assumed that all members of a team always
optirally use their respective information sets regardless of how large or
complex they may be (i.e., information structures are varied independently of
agents’ ability to use them correctly).

On the other hand, Theorems 1 and 2 above imply the opposite view;
namelv, agents’ reliability at using information will systematically depend on
a team’s information structure to the extent that it affects the size and
complexity of the information sets its members are assumed to use. A team’s
information structure and the reliability of its members at using it are thus

intrinsically interrelated (so that the former cannot be varied independently of
the latter).
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For example, consider briefly two different information structures: first, an
‘Incomplete Communication’ (or IC) type where the center sends a common
message to each division (related to the total amount of capital) and each
division sends its individual request for capital to the center (which partially
depends on its local environment and the message from the center); second, a
‘Complete Communication’ (or CC) information structure where all divisions
communicate everything about their respective environments (and about the
center’s total capital constraint) to all other divisions. Next expand the team
by including more and more divisions linked by a common center. Note that
doing so will proportionately increase the center’s information set with the
number of new divisions for both IC and CC infoimation structures.
However, only the CC structure requires a similar increase in the divisions’
information sets (i.e., in the IC structure, each division must know only its
own environment plus a common message from the center, neither of which
expands with the number of divisions).

This might make little difference if all divisions were very similar or
identical to each other. But suppose there is enough diversity between them
so that the information needed to describe them accurately becomes increas-
ingly complex as the number of divisions increases (and more noniocai to
each individual division’s ongoing experience) We can then apply the
information-complexity tradeoff discussed above in section 5.1, as well as the
effects of more noniocal information discussed in section 5.2. The larger
information sets will more reliably indicate which actions will maximize
expected output over the whole team (as measured by pX(n); where n=the
number of divisions). However, their growing complexity and nonlocalness
will also reduce team members’ reliability at using them to guide selection of
these actions (as measured by pB(n)), thereby at some point reducing their
joint reliability pX®(n) toward 1 as n grows sufficiently large. Note tha* this
tradeoff applies tc all team members for the CC structure, but only to the
center for the IC structure.

Now combine the above results with the theorems by Arrow and Radner
(1979) and Groves and Hart {1982). They show that (under suitable
specification of the IC structure and other regularity conditions) iiie expected
performance of IC will asymptotically approach that of CC as the number of
divisions n grows indefinitely. However, these theorems assume that both
information structures are used optimally by aii tecam members independent of
the size of n (so that pB(n)=oo for all n, which in turn implies pX®(n)=pX(n)
for all n). When this limiting assumption is relaxed, the expected performance
from the IC and CC structures may no longer converge to the same level if
decision errors accumulate as n increases. In particular, if one of the two
information structures produces relatively fewer decision errors as n in-
creases, then its asymptotic performance will now exceed that achieved by
the other structure (since they wouid oiherwise approach the same asymp-
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totic level with no decision errors). Thus, preceding results (about pX%(n)
dropping eventually for all team members for the CC structure, but only for
the center for an IC structure) imply that the IC structure will strictly
outperform the CC structure as n grows suiliciently large. That is, trying to
communicate all information to all members within an increasingly large
team will eventually produce worse overall performance than allowing only
incomplete information to be used.

One possibility for avoiding this result is for agents to edit a larger
informa’ ~n set to only those parts they can use reliably. However, this may
itself be an extremely difficult decision problem (which may therefore exceed
agents’ competence to do so optimally; so that a C-D gap also exists for
deciding how to self-edit incoming information). This is more likely as the
relevant portions of a larger information set are continuaily shifting over
time, or if agents must more rapidly make ongoing decisions in response to
incoming information. In either case, if the members of a team have bounded
reliability pZ < oo, then limiting the flow of information between them will at
some point raise team performance as their numbers grow sufficiently large
(compared to relying only on self-editing as the team expands).

Note also that Grove and Hart’s paper does not require the existence cof a
coordinating ‘center’ to allocate total resource constraints (see page 1455).
Thus, the implication of sufficiently large teams performing better with an IC
rather than CC information structure applies to fully decentralized organiz-
ations which are not linked by any central planning agency.

The above results illustrate how basic conclusions about the relative
performance of different kinds of organizations may qualitatively reverse
once agents’ reliability at using information is not assumed invariant to the
size¢ and complexity of their decision and information spaces.® This is
especially important when very large organizations are involved (such as
market institutions which interconnect exchange decisions across an entire
economy). The above analysis thus provides thcoretical support for ideas
intuitively suggested by Hayek (1945,1979) about the benefits of decen-
tralized market organization in harnessing the productive potential of highly
dispersed (and therefore iocalized) knowledge of exchange and productive
opportunities.

8These issues also apply to rational expectations modeling. For exampie, certain key
information assumptions and policy conclusions become more robust when imperfect decisions
are permitted into the analysis; see Heiner (1985d). Consider also the size and complexity of
message spaces in game theory settings (such as the theory of incentives, principle-z2gent conflicts
of interest, etc.). If agents are less reliable at using complex message spaces (especially when
they contzin messages only infrequently sent by others — say because they wouid violate
‘equilibrium’ conditions) then different solution concepts may result than those which assume
optimal use of information. For example, agents may use strategies such as tit for tat which
react only to relatively simple messages from other players (see Robert Axelrod 1984).
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6. Summary

I have argued that an organization’s internal structure systematically
depends on how its members use information imperfectly, as distinct from
their information also being imperfect. In order to do so, certain reliability
principles were developed to analyze the effects of decision errors. These
involved the probability of failing to select actions when they are superior to
others based on observed information, and the probability of still selecting
actions when they are inferior to others based on observed information.
Depending on the relative incidence of these errors, agents may or may not
benefit from choosing over larger decision spaces irrespective of whether
there are any adjustment costs of shifting between different actions.

A two-stage reliability mode! was also developed in order to explicitly
distinguish between imperfect information and imperfect decisions. It implies
a basic tradeoff between information and decision errors. The reason is that
better information may itself become more complex, or more distant from
the recurrent features of agents’ past experience, thereby reducing their
reliability at using it. Consequently, it may be counterproductive for agents
to use more or better information irrespective of whether there are any costs
of acquiring it.

In an organizational sctting, the above results imply the need to use rules
and procedures to constrain individual members’ decision and information
spaces, and the dynamic flow of information between them. These restrictions
themselves constitute an explanation for why organizations evolve an internal
decision structure in the first place (instead of a single agent making all
decisions from information pooled over all observed messages). Within this
general theme, three further applications were briefly discussed: (1) the need
for a more rigid decision structure when organizations face Kanightian
uncertainty which prevents agents from assigning meaningful subjective
probabilities to guide their decisions; (2) the use of limited ‘aspiration levels’
as a feedback process which regulates the decision and information spaces of
individual members toward those that can be used reliably; and (3) the
tendency of individual agents to selectively perceive only those events and
messages closely related to their recurrent job-related experience (which in
turn depends on how their decision and information spaces are internally
structured within an organization).

The preceding analysis was also briefly compared with organization models
that incorporate only imperfect information. For example, ‘architecture’
theory by Sah and Stiglitz (1984, 1985) also deals with how the decisions
of individual agents are organized. However, because all information is
used perfecily, there is no corresponding structure to the messages agents
observe and the flow of information between the.a. Other examples are
‘team’ theory models by Marschak, Radner, Arrow, and others. When
imperfect decisions are introduced, implications about the relative perfor-
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mance of different typss of information structures may qualitatively rsverse,
especially when applied to large organizations like an economy-wide network
of markets. In particular, a large team may perform better by not com-
municating al! information observed by its inembers to each other (cven
assuming zero communication costs between all team members).

The paper’s results and methcdology are part of a larger research effort
generalizing stanaard choice theory so that both imperfect information and
imperfect decisions can be formally analyzed. Standard theory assumes
a->nts maximize expected utility based or observed information. Such
decisions can be viewed as regulating (but not eliminating) the effects of
information errors on behavior. Likewise, a more general theory would
analyze how agents must behave in order to regulate the effects of both
information and decision errors (as well as how these two sources of error
interact).

Within this more general setting, imperfect agents will benefit from
behavioral mechanisms and rules limiting their flexibility to use (even
costlessly) available information or to select potential actions. The above
results illustrate how organizations become internally structured in order to
regulate the decision errors of their members. In addition, these results also
illustrate how regulating imperfect decisions can have systematic behavioral
effects beyond those needed to cope with imperfect information alone (and
despite the fact that specific decision errors may themselves be erratic and
unpredictable). Thus, if our objective is to explain systematic features of
institutions (and individual behavior), then analyzing how boih information
rrors and decision errors affect behavior may be a more fruitful approach
than assuming agents behave as if only the former errors exist.

Appendix

Proofs for Theorems 1 and 2 are here outlined.

Let V; V,, Vi, V,, equal respectively V(A—{a},X?), V(A—{a}, X —X}),
V({a}, X¥), V({a}, X — X%¥). The definitions of [, g, then imply |,=V,—V, and
g8,=V3—V,. In the special case of a standard expected utility function, the

linearity properties of ¥ can be used to expand V(4) and V(4—{a}) as
follows:

V(A)=n,[rgVs+(1-r) V] +(1 —m)[wi Vy + (1 —w) V3],
V(A-' {a})=naVl +(1 “—7[,,) VZ'

Then subtract these expressions and rearrange terms (also recailing the above
definitions for g,,1,) to yield,

V(A) - V(A - {a}) = nargga _(1 “na)wglm (A"l)
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Hence, (A.1) implies ¥(a)> V(4 —{a}) if and only if rB/wB>1,/g, (1 —n,)/x,,
which is the desired result.

Heiner (1984) proves this result also holds for recent ‘nonexpected’ utility
theories of Machina, Chew, Fishburn, and others, and considers the gener-
ality of the probability measures which interrelate the sets 4, X, and S.

I remains to outline the derivation of formula (3) for pX® given Theorem 2.
If seS¥ occurs, agents can end up choosing action a either by messages X*
‘correctly’ signaling SF and agents ‘correctly’ responding to X¥ by selecting
a; or by messages X — X7 occurring instead and agents still responding to
X —X?* by choosing action a. Thus, p(Bx)=a|S#)=r¥8=rXrf+(1-r})wh.
Similarly, if se5—S7 occurs agents may also select action a if messages X¥
still arise and agents respond to them by selecting action a; or if messages
X — X% arise and agents still respond to them by choosing action a. Thus,
p(B(x)=a|S —S¥)=wrB=w¥rl+(1 —w})wd. Next, divide the formula for w}?
into the preceding foriula for rX8, and rearrange terms to obtzin,

e _ il wd) +wl o
Wi Wi wh 9

Then formula (3) of the text follows immediately by dividing both the
numerator and denominator of (A.2) by wZ.
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